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Unchecked natural gas development risks methane release  
Tollefson ’12 (Jeff, former Knight fellow in science journalism at MIT, “Air sampling reveals high emissions from gas field”, Feb 7, http://www.nature.com/news/air-sampling-reveals-high-emissions-from-gas-field-1.9982, CMR)

Natural-gas operations in areas such as Wyoming’s Jonah Field could release far more methane into the atmosphere than previously thought.¶ When US government scientists began sampling the air from a tower north of Denver, Colorado, they expected urban smog — but not strong whiffs of what looked like natural gas. They eventually linked the mysterious pollution to a nearby natural-gas field, and their investigation has now produced the first hard evidence that the cleanest-burning fossil fuel might not be much better than coal when it comes to climate change.¶ Led by researchers at the National Oceanic and Atmospheric Administration (NOAA) and the University of Colorado, Boulder, the study estimates that natural-gas producers in an area known as the Denver-Julesburg Basin are losing about 4% of their gas to the atmosphere — not including additional losses in the pipeline and distribution system. This is more than double the official inventory, but roughly in line with estimates made in 2011 that have been challenged by industry. And because methane is some 25 times more efficient than carbon dioxide at trapping heat in the atmosphere, releases of that magnitude could effectively offset the environmental edge that natural gas is said to enjoy over other fossil fuels.¶ “If we want natural gas to be the cleanest fossil fuel source, methane emissions have to be reduced,” says Gabrielle Pétron, an atmospheric scientist at NOAA and at the University of Colorado in Boulder, and first author on the study, currently in press at the Journal of Geophysical Research. Emissions will vary depending on the site, but Pétron sees no reason to think that this particular basin is unique. “I think we seriously need to look at natural-gas operations on the national scale.”¶ The results come as a natural-gas boom hits the United States, driven by a technology known as hydraulic fracturing, or ‘fracking’, that can crack open hard shale formations and release the natural gas trapped inside. Environmentalists are worried about effects such as water pollution, but the US government is enthusiastic about fracking. In his State of the Union address last week, US President Barack Obama touted natural gas as the key to boosting domestic energy production.¶ Lack of data¶ Natural gas emits about half as much carbon dioxide as coal per unit of energy when burned, but separate teams at Cornell University in Ithaca, New York, and at the US Environmental Protection Agency (EPA) concluded last year that methane emissions from shale gas are much larger than previously thought. The industry and some academics branded those findings as exaggerated, but the debate has been marked by a scarcity of hard data.¶ “A big part of it is just raw gas that is leaking from the infrastructure.”¶ “It’s great to get some actual numbers from the field,” says Robert Howarth, a Cornell researcher whose team raised concerns about methane emissions from shale-gas drilling in a pair of papers, one published in April last year and another last month (R. W. Howarth et al. Clim. Change Lett. 106, 679–690; 2011; R. W. Howarth et al. Clim. Change in the press). “I’m not looking for vindication here, but [the NOAA] numbers are coming in very close to ours, maybe a little higher,” he says.¶ Natural gas might still have an advantage over coal when burned to create electricity, because gas-fired power plants tend to be newer and far more efficient than older facilities that provide the bulk of the country’s coal-fired generation. But only 30% of US gas is used to produce electricity, Howarth says, with much of the rest being used for heating, for which there is no such advantage.¶ On the scent¶ The first clues appeared in 2007, when NOAA researchers noticed occasional plumes of pollutants including methane, butane and propane in air samples taken from a 300-metre-high atmospheric monitoring tower north of Denver. The NOAA researchers worked out the general direction that the pollution was coming from by monitoring winds, and in 2008, the team took advantage of new equipment and drove around the region, sampling the air in real time. Their readings led them to the Denver-Julesburg Basin, where more than 20,000 oil and gas wells have been drilled during the past four decades.¶ Most of the wells in the basin are drilled into ‘tight sand’ formations that require the same fracking technology being used in shale formations. This process involves injecting a slurry of water, chemicals and sand into wells at high pressure to fracture the rock and create veins that can carry trapped gas to the well. Afterwards, companies need to pump out the fracking fluids, releasing bubbles of dissolved gas as well as burps of early gas production. Companies typically vent these early gases into the atmosphere for up to a month or more until the well hits its full stride, at which point it is hooked up to a pipeline.¶ The team analysed the ratios of various pollutants in the air samples and then tied that chemical fingerprint back to emissions from gas-storage tanks built to hold liquid petroleum gases before shipment. In doing so, they were able to work out the local emissions that would be necessary to explain the concentrations that they were seeing in the atmosphere (see ‘A losing battle’). Some of the emissions come from the storage tanks, says Pétron, “but a big part of it is just raw gas that is leaking from the infrastructure”. Their range of 2.3–7.7% loss, with a best guess of 4%, is slightly higher than Cornell’s estimate of 2.2–3.8% for shale-gas drilling and production. It is also higher than calculations by the EPA, which revised its methodology last year and roughly doubled the official US inventory of emissions from the natural-gas industry over the past decade. Howarth says the EPA methodology translates to a 2.8% loss.¶ The Cornell group had estimated that 1.9% of the gas produced over the lifetime of a typical shale-gas well escapes through fracking and well completion alone. NOAA’s study doesn’t differentiate between gas from fracking and leaks from any other point in the production process, but Pétron says that fracking clearly contributes to some of the gas her team measured.¶ Capturing and storing gases that are being vented during the fracking process is feasible, but industry says that these measures are too costly to adopt. An EPA rule that is due out as early as April would promote such changes by regulating emissions from the gas fields.

SMRs solve nat gas
McNelis 12—director of the Center for Sustainable Energy, Environment and Economic Development in the Institute for the Environment at UNC-Chapel Hill. (David, 6/24/12, Safe Power from Small Reactors http://www.newsobserver.com/2011/06/24/1295895/safer-power-from-smaller-reactors.html

CHAPEL HILL -- Efforts to promote energy efficiency, encourage sustainable lifestyle changes and exploit renewable energy sources are laudable, but they will not be sufficient to meet the projected growth in demand for electricity. The United States and the world need to increase the use of nuclear power, particularly for energy security and to limit climate-changing emissions. Nothing that has happened in Japan has made nuclear power any less essential.¶ The Fukushima nuclear power plant accident was caused by a major earthquake and tsunami of the sort that are not likely to occur here, but we can learn from the cascade of events that led to reactor meltdowns and hydrogen explosions there. The U.S. Nuclear Regulatory Commission is studying the accident, and its findings could lead to a number of changes, especially better protection against a loss of power from extreme events like hurricanes, earthquakes and floods. Lessons learned from Japan's crisis would improve nuclear safety, as other changes did following the Three Mile Island accident in 1979.¶ Change could also come from a different direction:¶ development of a new generation of small modular reactors similar in size to those that have successfully powered U.S. submarines and aircraft carriers for decades.¶ No bigger than a double-wide trailer and built in a factory for a fraction of the cost of a large nuclear plant, the small modular reactor (SMR) is an environmentally friendly and cost-effective way to help meet growing demand for electricity.¶ SMRs have the potential to replace older coal plants and to provide a hedge against volatility in natural gas prices. And while solar and wind are attractive energy sources, both produce power only intermittently and require back-up power in the event the weather is not cooperating.¶ Established nuclear-energy companies engaged in the development of SMRs include Westinghouse, General Electric, General Atomics and Charlotte-based Babcock & Wilcox. But the field also includes some smaller start-ups such as NuScale Power in Oregon, Hyperion Power Generation in New Mexico and TerraPower, based on the outskirts of Seattle and established with support from Bill Gates.¶ Ground has been broken for construction of large nuclear plants in Georgia and South Carolina, but many other projects have been delayed due to the downturn in the economy, a surge in natural gas production and the high cost of building large new power plants. So the SMR may be emblematic of nuclear power's future.¶ President Barack Obama has allocated $500 million to be spent on research and development of SMRs over the next five years. Energy Secretary Steven Chu says he expects an SMR to be operating in this country by the end of this decade. In Congress, Republicans and Democrats alike support SMR development.¶ In contrast to a conventional nuclear plant, SMRs could be added one at a time in a cluster of modules, as the need for electricity rises. The cluster's costs would be paid for over time, softening the financial impact. The modules could be factory assembled and be delivered by rail to an existing nuclear plant site. In such a configuration, one SMR could be taken out of service for maintenance or repair without affecting operation of the other units.¶ Most SMRs would be situated beneath the ground to provide better security. Typically they would operate for many years - possibly decades - without refueling and produce far less waste than conventional reactors.¶ Significantly, almost all of the SMR development is being done with private financing. Companies are using their own resources to develop the small reactors, without government support from mandates or subsidies of the sort that renewable energy sources now require. An SMR designed by Babcock & Wilcox would generate 125 megawatts, using conventional light-water reactor technology. The Tennessee Valley Authority is considering deploying six of the Babcock & Wilcox modules at its Clinch River site near the Oak Ridge National Laboratory.¶ Another SMR on the drawing board would be an advanced, sodium-cooled "fast" reactor producing just 25 megawatts - enough electricity to power a rural community or a military installation. Hyperion Power Generation has formed a partnership with the Savannah River National Laboratory to build a sodium-cooled reactor as part of a clean energy park near Aiken, S.C.¶ Looking ahead, SMRs could be an important element in a balanced mix of clean energy sources in North Carolina and nationally. It's likely that a large number of older fossil-fuel power plants will have to be shut down within the next few years. These plants are relatively inefficient, and it would not be cost-effective to equip them with the sort of state-of-the-art environmental controls that will be needed to meet air quality standards.¶ That capacity must be replaced, and additional electricity generation will be needed to meet forecasts for rising demand. SMRs are a safe and affordable source of energy that should be considered for use in the United States.

SMRs solve waste
Szondy 2012
[David, Gizmag, “Feature: Small modular nuclear reactors - the future of energy?”, http://www.gizmag.com/small-modular-nuclear-reactors/20860/]
SMRs can help with proliferation, nuclear waste and fuel supply issues because, while some modular reactors are based on conventional pressurized water reactors and burn enhanced uranium, others use less conventional fuels. Some, for example, can generate power from what is now regarded as "waste", burning depleted uranium and plutonium left over from conventional reactors. Depleted uranium is basically U-238 from which the fissible U-235 has been consumed. It's also much more abundant in nature than U-235, which has the potential of providing the world with energy for thousands of years. Other reactor designs don't even use uranium. Instead, they use thorium. This fuel is also incredibly abundant, is easy to process for use as fuel and has the added bonus of being utterly useless for making weapons, so it can provide power even to areas where security concerns have been raised.
Minimal environmental impact -- new techniques solve. 
Bosselman, ‘7 
[Fred, Professor of Law Emeritus, Chicago-Kent College of Law, “THE NEW POWER GENERATION: ENVIRONMENTAL LAW AND ELECTRICITY INNOVATION: COLLOQUIUM ARTICLE: THE ECOLOGICAL ADVANTAGES OF NUCLEAR POWER,” 15 N.Y.U. Envtl. L.J. 1, Lexis]
[bookmark: 8319-39]1. The Amount of Uranium Used Is a Tiny Fraction of the Coal Used The mining of uranium admittedly can create some of the same adverse ecological impacts as the mining of coal. 196 The difference, however, is that while the coal-fired power plants in the United States used slightly over a billion tons of coal in 2005, 197 nuclear power plants used only 66 million pounds of uranium oxide. 198 Thus the scale of the impact from uranium mining is not in the same ball park as the impact of coal mining. 199 Virtually all uranium mines currently operating in the United States are underground mines or use the in situ leaching method, 200 which both have much less impact on the environment than open pit uranium mining. 201 Moreover, coal-fired power plants produce [*39] half the electricity in the United States while nuclear power plants produce one-fifth. 202 In addition, unlike coal, uranium used in power plants can be recycled and used again. 203 At the present time, the United States does not reprocess its nuclear fuel, 204 but countries such as Great Britain, France, Japan, and Russia do so on a regular basis. 205 The policy issues related to reprocessing are beyond the scope of this article, but it should be noted that the possibility of future reprocessing further reduces the slim risk that supplies of uranium will run out, 206 despite the fact that the known uranium resources would provide enough fuel to support four times the current amount of worldwide nuclear electricity generation for the next 80 years. 207 Furthermore, uranium is not the only element that can be used as nuclear fuel; India is producing nuclear fuel from thorium, of which it has ample supplies. 208 
Nuclear power causes no environmental damage. 
Bosselman, ‘7 
[Fred, Professor of Law Emeritus, Chicago-Kent College of Law, “THE NEW POWER GENERATION: ENVIRONMENTAL LAW AND ELECTRICITY INNOVATION: COLLOQUIUM ARTICLE: THE ECOLOGICAL ADVANTAGES OF NUCLEAR POWER,” 15 N.Y.U. Envtl. L.J. 1, Lexis]
[bookmark: 8319-38]Like coal, nuclear power is made from a mineral substance that comes from a mine, is transported to the power plant and removed from the plant when its usefulness has ended. The uranium used in nuclear power plants, however, has only a small fraction of the ecological impact of coal at any stage of its cycle, both in total effect and per unit of power produced. The nuclear industry claims that: Nuclear energy has perhaps the lowest impact on the environment - including air, land, water, and wildlife - of any energy source, because it does not emit harmful gases, isolates its waste from the environment, and requires less area to [*38] produce the same amount of electricity as other sources. 193 The evidence supports these claims, as will be shown below. 194 Moreover, the risk of a serious accident or terrorist attack on the next generation of nuclear plants will be slight. 195

Waste isn’t a serious problem -- it can be easily dealt with. 
Heaberlin, ‘4
[Scott W., Head of the Nuclear Safety and Technology Applications Product Line at the Pacific Northwest National Laboratory, “A Case for Nuclear-Generated Electricity”]
The other thing about these very long-lived isotopes is there isn't very much of them to start with. We will get into total waste volumes in a minute, but it is worthwhile here to capture some sense of just how small the long-lived fraction really is. While it will vary a bit with the particular reactor and how you run it, for each metric ton of spent fuel you will get about 890 grams of technetium-99 and 190 grams of iodine-129. As we will see in a bit, if all the reactors in the United States get their licenses extended and run a full 60 years, we will get about 105,000 metric tons of spent fuel. That means 20% of all the electric power for the entire United States for 60 years would give you 93 metric tons of technetium-99 and 20 metric tons of iodine-129. Isn't that a lot? ¶ The density of technetium metal is 11.5 grams per cubic centimeter, and solid iodine has a density of 4.9 gram per cubic centimeter. That means the 93 tons of technetium would fit in a cube just under 2 meters, about 6.5 feet on a side. The iodine-129 would be a bit smaller at 1.6 meters or 5.2 feet on a side. That is it. I have seen walk-in closets that would be big enough for both. And remember, this is from all the waste from all the reactors in the United States assuming they all run for 60 full years. ¶ But how radioactive would this pile of iodine-129 and technetium-99 be? ¶ The radiation would be so intense that the thermal heat coming off the combined accumulation would be about 800 watts. That is half a hair dyer. This is the "fission products radioactive for tens of thousands of years" problem, half a hair dryer of energy and a walk-in closet worth of space. 

Nuclear power displaces coal -- that causes way worse impacts. 
Margonelli, ‘8 
[Lisa, fellow -- The New America Foundation, 3-20, “Core Arguments,” http://www.newamerica.net/publications/articles/2008/core_arguments_6916]
Craven's best argument for nuclear energy is that coal is much worse. Nukes in the United States haven't killed anyone outright, Cravens says, while air pollution from coal is known to cause 24,000 deaths a year. Nuclear power produces about two pounds of radioactive waste to generate all the electricity that the average American will use in a lifetime. That may sound like a lot, but coal-fired power generation produces nearly 69 tons of solid waste while providing the same amount of power, not to mention untold tons of greenhouse gases. And radiation? Coal loses again: A coal plant emits between 100 and 400 times more radiation than a nuclear plant. (Coal itself is radioactive, as are -- mildly -- bananas, lima beans, cigarettes and the granite walls of Grand Central Station. Furthermore, it's safer to work in a nuclear power plant than in a bank. Who knew?)




K
No impact to nuclear technocracy and it’s key to solve 
Ted Nordhaus 11, chairman – Breakthrough Instiute, and Michael Shellenberger, president – Breakthrough Institute, MA cultural anthropology – University of California, Santa Cruz, 2-25, http://thebreakthrough.org/archive/the_long_death_of_environmenta) 
Tenth, we are going to have to get over our suspicion of technology, especially nuclear power. There is no credible path to reducing global carbon emissions without an enormous expansion of nuclear power. It is the only low carbon technology we have today with the demonstrated capability to generate large quantities of centrally generated electrtic power. It is the low carbon of technology of choice for much of the rest of the world. Even uber-green nations, like Germany and Sweden, have reversed plans to phase out nuclear power as they have begun to reconcile their energy needs with their climate commitments. Eleventh, we will need to embrace again the role of the state as a direct provider of public goods. The modern environmental movement, borne of the new left rejection of social authority of all sorts, has embraced the notion of state regulation and even creation of private markets while largely rejecting the generative role of the state. In the modern environmental imagination, government promotion of technology - whether nuclear power, the green revolution, synfuels, or ethanol - almost always ends badly. Never mind that virtually the entire history of American industrialization and technological innovation is the story of government investments in the development and commercialization of new technologies. Think of a transformative technology over the last century - computers, the Internet, pharmaceutical drugs, jet turbines, cellular telephones, nuclear power - and what you will find is government investing in those technologies at a scale that private firms simply cannot replicate. Twelveth, big is beautiful. The rising economies of the developing world will continue to develop whether we want them to or not. The solution to the ecological crises wrought by modernity, technology, and progress will be more modernity, technology, and progress. The solutions to the ecological challenges faced by a planet of 6 billion going on 9 billion will not be decentralized energy technologies like solar panels, small scale organic agriculture, and a drawing of unenforceable boundaries around what remains of our ecological inheritance, be it the rainforests of the Amazon or the chemical composition of the atmosphere. Rather, these solutions will be: large central station power technologies that can meet the energy needs of billions of people increasingly living in the dense mega-cities of the global south without emitting carbon dioxide, further intensification of industrial scale agriculture to meet the nutritional needs of a population that is not only growing but eating higher up the food chain, and a whole suite of new agricultural, desalinization and other technologies for gardening planet Earth that might allow us not only to pull back from forests and other threatened ecosystems but also to create new ones. The New Ecological Politics The great ecological challenges that our generation faces demands an ecological politics that is generative, not restrictive. An ecological politics capable of addressing global warming will require us to reexamine virtually every prominent strand of post-war green ideology. From Paul Erlich's warnings of a population bomb to The Club of Rome's "Limits to Growth," contemporary ecological politics have consistently embraced green Malthusianism despite the fact that the Malthusian premise has persistently failed for the better part of three centuries. Indeed, the green revolution was exponentially increasing agricultural yields at the very moment that Erlich was predicting mass starvation and the serial predictions of peak oil and various others resource collapses that have followed have continue to fail. This does not mean that Malthusian outcomes are impossible, but neither are they inevitable. We do have a choice in the matter, but it is not the choice that greens have long imagined. The choice that humanity faces is not whether to constrain our growth, development, and aspirations or die. It is whether we will continue to innovate and accelerate technological progress in order to thrive. Human technology and ingenuity have repeatedly confounded Malthusian predictions yet green ideology continues to cast a suspect eye towards the very technologies that have allowed us to avoid resource and ecological catastrophes. But such solutions will require environmentalists to abandon the "small is beautiful" ethic that has also characterized environmental thought since the 1960's. We, the most secure, affluent, and thoroughly modern human beings to have ever lived upon the planet, must abandon both the dark, zero-sum Malthusian visions and the idealized and nostalgic fantasies for a simpler, more bucolic past in which humans lived in harmony with Nature.
Nuke industry isn’t monologic – checked by pessimistic engineers
Adams ‘10 (Technological Realism Should Replace Optimism, Pro-nuclear advocate with small nuclear plant operating and design experience. Former submarine Engineer Officer, http://atomicinsights.com/2010/05/technological-realism-should-replace-optimism.html)

As a “served engineer” on a nuclear powered submarine, I learned a long time ago that things go wrong, even with the very best technology. The recognition of inevitable “problems” should not deter technical development and should not make people afraid to develop new products and services, but it should add a healthy dose of humility backed up by continuous efforts to prepare for the worst. My experiences have taught me to be uncomfortable with any proclamation of inevitable progress. I have worked on IT projects, been a full participant in the digital revolution, operated a custom plastics manufacturing company, and watched the nuclear industry work to regain respectability after some serious missteps in its early development history. Progress is hard work and there are often failures that reset the development cycle just as it seems ready to take off. Too many technology observers and pundits point to Moore’s Law as some kind of a general rule for technical developments. Moore’s Law is a very particular pronouncement – in 1965, Gordon Moore recognized that there was a recognizable path forward that would allow manufacturers to double the number of transistors that could be inexpensively placed on a chip every year for the next ten years and he recognized that he could apply that law to the 15-20 years of chip development that had already happened. He modified his prediction in 1975 to increase the doubling time to two years instead of one. He predicted that the implementation of that path would allow an increasing quantity of processing power, assuming that it would be possible to keep all of the transistors firing at the same rate as before. Moore’s Law does not apply to software development, to steel making, to underwater sensors, to remote manipulators, to wind energy collection systems, or to the rate of IP data transmission using satellite networks. It is not even infinitely applicable to semiconductor based processors – there are physical limits to the size of transistors and connecting wires that will eventually provide an asymptote that levels out the growth of processing power. I have never had much “faith” in technology. I like technology. I use lots of technology; my children have occasionally called me “Inspector Gadget” because of all of the tools (my wife and children sometimes call them “toys”) I have accumulated over the years. However, I understand the limits of the technology that I use. I read the manuals, heed the warnings, plan for failure, and worry about the potential consequences of inappropriately using technical devices. I know that no technology can overcome physical barriers; nothing I or anyone else can do will provide power from the wind when it is not blowing and nothing that I or anyone else can invent will enable chemical combustion to provide reliable heat energy without both a source of oxygen and a place to dump the waste products. Nothing that I or anyone else can invent will enable oil extraction from a dry well. I also know that not everything that breaks can be fixed, even if there is an unlimited amount of time and money. Some breaks and fissures can never be welded shut or forced to heal. This is where I believe that humble engineers and technicians who are not driven by sales numbers have a huge role to play. Their (our) natural pessimism can help to reduce the consequences of always listening to the optimists, the people who say “damn the torpedoes”, “failure is not an option”, or “whatever it takes”. Failure is always possible. Before stretching limits it is important to recognize the consequences of the failure to determine if they are acceptable. If the reasonably predictable “worst possible event” results in consequences that cannot be accepted, the prudent course of action is to avoid the action in the first place. I place deepwater drilling for oil and gas into that category. It is pretty obvious that the possible consequences are unacceptable and that technological development has not yet found a way to mitigate those consequences. I am not sure what the limits of “deepwater” should be, but it is apparent that 5,000 feet is beyond the limit. I do not place operating nuclear energy production facilities in that category. However, there are very definitely some kinds of nuclear plants – like very large graphite-moderated, water-cooled reactors operated by people who override safety systems and ignore warning indications – that have proven that they can cause consequences that are not acceptable. The real value comes in determining what the reasonably predictable consequences might be and what failure modes are reasonable to assume. For people who have no firm foundation in real world mechanics, chemistry and physics, it is possible to spin all kinds of scary scenarios that depend on a series of impossible events. (Note: Just because I believe that there is always something that can go wrong, I do not believe that all things are possible.) My prescription for progress is not “faith” in engineers or technologists. It is for people to approach challenges with knowledge, a questioning attitude, humility and a willingness to expend the resources necessary to operate safely. A thirst for maximizing short term profits or an attitude of blind optimism are both incompatible with performing difficult tasks in potentially dangerous environments. 

Technocracy and scientific expertise are good and turn the K – they direct consumers towards most efficient outcomes and eliminate unnecessary production
Chai 5 ¶ (Andreas, Evolutionary Economics Unit, Max Planck Institute for Research into Economic Systems, “Menger’s theory of ‘imaginary goods’ and the¶ historical emergence of British medical experts”, http://www.tagung05.uni-bonn.de/Papers/Chai.pdf)

For Menger, all things are subject to the laws of cause and effect (Menger 1950:51). But which cause and which effect? A fundamental prerequisite to understanding why people consume certain things is to first comprehend how they learn to associate these things to certain consequences, and how the strength of such associations change over time. Rather than define a good as anything that is exchanged on a market, he defined a good as anything that can be causally associated with the servicing of human wants (Menger 1950:2). In this way, what is and what is not a good is not constant or set over time, rather things can loose their ‘goods characteristics’ according to what consumers know, learn and do (Menger, 1950:56). Acts of consumption can become complex since a thing does not need to serve a human want directly in order to be considered a good, rather it can become a ‘indirect good’ by serving as a input into a transformation process which results in the production of final goods (Menger, 1950). This is problematic because whether or not such a indirect good is used successfully depends on not only its objective characteristics but on the consumers ability to use and transform it as well as the other higher order goods that are simultaneously used in the transformation. For example, a consumer may know how to operate a mobile telephone which may be in perfect working order, but if she is outside the network’s range, the phone is useless to the consumer. Similarly, if the consumer does not have the adequate knowledge to engage in a mobile phone contract, the phone will remain a ‘thing’ rather than a ‘good’. Menger also recognized that the duration it takes to consume is not just a costly input, but also complicates the act of discerning what the causal associations are between goods and observed effects (Menger, 1950:68). Hence, complexity increases the possibility of consumers making errors and mistakes in their decisions. In this way, the degree of complexity which the consumer faces exponentially increases the more goods she uses and the more knowledge and command these require, as well as the time taken between engaging in a transformation and observing its results. Juxtaposing his approach to both the neoclassical and institutional methods of studying consumption change, there are simultaneously some interesting similarities and notable differences to observe. Both Lancaster (Lancaster, 1966) as well as Stigler and Becker (Stigler and Becker, 1977) make an important start in capturing the transformative nature of consumption by specifying that utility is not a direct function of market goods consumed, but rather a function of final goods which are produced from market goods. This enables scholars to study how consumption patterns change with the introduction of new goods (Bianchi, 2002). However some problems still exist. While a transformation does occur, it is not one that addresses how a thing becomes a good, since the model starts with specifying given goods that can be changed with full certainty into final goods (Ruprecht, 2002). Furthermore, these models do not fully take into account the impact of increasing complexity that results from an increase in the number of inputs used. Other than perhaps affecting how much time it takes to consume, the actual number of inputs used, their complexity and how they relate to each other are not explicitly accounted for. Indeed the way such models treat time as just another input is itself questionable (Steedman, 2001). In this sense Menger seriously challenges economists to study consumption as a phenomena that is not just related to price and income effects, but also related to how consumer actually learn to consume and make associations between goods and their effects. In comparison to institutionalist approaches, Menger’s systematic examination of consumption via the law of cause and effect bring into question their tendency to simply rely on social influences to explain the nature of consumer behavior (Trigg, 2001). Yet at the same time, Menger does recognize that certain institutions do play an important role in guiding consumer behavior. Specifically, he suggests that the scientific knowledge that comes with economic development improves consumer’s welfare by promoting those consumption technologies which are in some sense relatively more ‘objectively accurate’(Menger, 1950:53). Such progress will essentially wipe out those goods that are consumed on pretenses that are essentially false, such as aphrodisiacs, love potions and amulets. These he labeled ‘imaginary goods’ and argued that they occur when 1) attributes are erroneously ascribed to things that do not really posses them, or 2) when non-existent human needs are mistakenly thought to exist. Notably, in the first category he mentions ‘the majority of medicines administered to the sick by peoples of early civilization’ and in the second category he mentions ‘medicines for diseases that do not actually exist’ (Menger 1950:53). Without doubt, experts play an important role in influencing contemporary consumption patterns. Studying how consumers react to information from other consumers and experts has been widely explored both in the optimizing framework (Akerlof, 1980;Banerjee, 1993;Bikhchandani et al., 1992;Conlisk, 1980;Nelson, 1970;Rosen, 1981) as well as from a more heterodox perspective (Cowan et al., 1997;Mokyr, 2002;Morlacchi, 2004;Rogers, 1962). Beyond economics, many scholars point out that how agents coordinate learning is not only vital to understanding economic behavior, but also to accounting for how civilizations evolve and function in general (Bandura, 1986;Richerson and Boyd, 2004). Continuing Menger’s concern for how consumers cope in increasingly complex environments, it has been postulated that the growing predominance of service industries reflects a greater role for experts in forming ‘low level consumption preferences’ (Earl and Potts, 2004). Consequently such conditions have been argued to both stimulate and require greater coordination between supply and demand (Langlois and Cosgel, 1998;Scitovsky, 1976).

